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ABSTRACT

The spatial scalability of H.264/SVC is achieved by a multi-layer approach, where an enhancement layer is dependent on its preceding layers. To address this dependent issue, we propose a model-based spatial layer bit allocation algorithm for H.264/SVC in this work. The inter-layer dependency is decoupled by analyzing the signal flow in the H.264/SVC encoder. We show that the rate and the distortion (R-D) characteristics of a dependent layer with a frame as a basic coding unit. Finally, a low complexity spatial layer bit allocation scheme is developed using the proposed frame-based R-D models. It is shown by experimental results that our proposed bit allocation algorithm can achieve the coding performance close to the optimal R-D performance of full search and is highly improved from current reference codec JSVM.

Index Terms— Frame-based bit allocation, dependent rate and distortion model, H.264/SVC

1. INTRODUCTION

Scalable video coding (SVC) has recently been standardized to extend the capabilities of the H.264/AVC standard [1]. It addresses the application need of a more flexible format of coded video in heterogeneous and time-varying environments. H.264/SVC supports spatial, temporal and quality scalabilities while keeping a good balance in decoder complexity and coding efficiency.

In this work, we will focus on the bit allocation problem for the spatial scalability, which is a challenging task due to inter-layer dependency. The H.264/SVC reference codec JSVM specifies a bottom-up approach to produce a scalable bit stream. That is, the encoding process starts from the bottom-most base layer (BL) and subsequent enhancement layers (EL’s) are encoded in an ordered manner. However, the current version of JSVM does not support any encoding tool for bit allocation among spatial layers.

Bit allocation algorithms for inter-frame dependency have been examined since MPEG. For example, Ramachandran et al. studied the dependent bit allocation problem with a trellis-based solution framework in [2]. Lin and Ortega [3] speeded up the scheme by encoding the source with only a few quantization steps and using interpolation to find the rate distortion value for other quantization steps. However, the complexities of these algorithms are extremely high. So they can not be practically extended to solve a dependent bit allocation problem involved with multiple layers in H.264/SVC. In the latest bit allocation algorithms proposed for H.264/SVC, the property of inter-layer dependency is not properly addressed in the problem formulation. Liu et al. [4] proposed a rate control algorithm for the spatial and coarse-grain SNR (CGS) scalability of H.264/SVC. The proposed algorithm operates on a fixed rate of each layer and implements an MB-layer bit allocation scheme. The spatial-layer bit allocation problem is not addressed at all. To solve this inter-layer dependent issue, a GOP-based bit allocation problem for the spatial scalability of H.264/SVC was studied in the authors’ previous work [5] with two spatial layers. The GOP-based bit allocation algorithm demands a longer delay in the encoding process and, therefore, it is not suitable for real-time conversational applications.

In this paper, we focus on allocating bits among spatial dependent layers with a frame as the basic coding unit. Please note the frame here is a set of the BL frame and corresponding EL frames, which correspond to the same position in each spatial layer. After analyzing the input visual signals to the EL quantizer, we use the Cauchy density to estimate the distribution of ac coefficients of EL input sequence, and find that the parameter in Cauchy probability density function (pdf) is related with BL quantization. Thus, the impact of the EL quantization is isolated in a frame-based distortion model. Based on the observation of the rate dependency, an approximated frame-based rate model is presented. To provide a simple yet effective model of the R-D characteristics of dependent layers, the details are given in Sec.3. The proposed algorithm allows to allocate bits simultaneously while providing a trade-off between BL and ELs so as to improve the efficiency of spatial scalable coding.

The rest of the paper is organized as follows. The frame-based spatial layer bit allocation problem is formulated in Sec.2. The dependent frame-based R-D models are analyzed and simplified in Sec.3. The bit allocation algorithm is proposed in Sec.4. Experimental results are given in Sec.5. Finally, concluding remarks are given in Sec.6.

2. PROBLEM FORMULATION

Let N be the number of spatial layers in a frame. \(R_k(Q_1, \ldots, Q_k)\) and \(D_k(Q_1, \ldots, Q_k)\) are the rate and distortion model of the k-th layer with respect to a quantization vector \((Q_1, \ldots, Q_k)\). Given the bit budget \(R_T\) of the current encoding frame, the bit allocation problem can be formulated as

\[
Q^* = (Q_1^*, \ldots, Q_N^*) = \arg \min_{Q_k \in \mathcal{Q}} \sum_{k=1}^{N} \omega_k \cdot D_k(Q_1^*, \ldots, Q_k) \\
\text{s.t.} \sum_{k=1}^{N} R_k(Q_1^*, \ldots, Q_k) \leq R_T,
\]

where \(Q^* = (Q_1^*, \ldots, Q_N^*)\) is the selected Q vector for all spatial layers, \(\mathcal{Q}\) is the set of all quantization candidates, and \(\omega_k\) is the weighting factor representing the corresponding importance of the k-th layer.

The Lagrangian multiplier method converts the constrained optimization problem in Eq.(1) to an equivalent unconstrained optimization problem by introducing the Lagrange cost function as

\[
\sum_{k=1}^{N} \omega_k \cdot D_k(Q_1^*, \ldots, Q_k) + \lambda \cdot \left( \sum_{k=1}^{N} R_k(Q_1^*, \ldots, Q_k) - R_T \right)
\]
\[ Q^* = \arg \min_{Q_k \in Q} J(Q, \lambda), \]
\[ J(Q, \lambda) = \sum_{k=1}^{N} \omega_k \cdot D_k(\cdot) + \lambda \cdot \left( \sum_{k=1}^{N} R_k(\cdot) - R_T \right), \]  \hspace{1cm} (2)

where \( \lambda \) is the Lagrange multiplier.

Without loss of generality, we consider bit allocation in a simple two-layer scenario first, and assume the equal importance of these two layers; namely, \( \omega_1 = \omega_2 = 1 \). The solution can be easily generalized to a multi-layer scenario. Mathematically, the Lagrange cost function is expressed as
\[ J(Q, \lambda) = D_1(Q_1) + D_2(Q_1, Q_2) + \lambda \cdot [(R_1(Q_1) + R_2(Q_1, Q_2) - R_T]. \]  \hspace{1cm} (3)

3. DISTORTION AND RATE MODELING OF DEPENDENT LAYERS

Generally speaking, the R-D characteristics of a dependent layer are represented by a function having the quantization step sizes of the reference layer and the dependent layer as the variables. The impact of an individual variable on the R-D characteristics of a dependent layer has to be known to solve the bit allocation problem.

3.1. Frame-based Distortion Modeling

It is a challenge in distortion modeling of dependent layers; namely, to determine the impact of each individual variable on the distortion of the target layer. To achieve this goal, we attempt to analyze the processing of the input video signal in the H.264/SVC encoder. In Fig. 1, we depict the H.264/SVC encoder whose input is a CIF sequence and output is a bit stream consisting of two spatial layers, i.e., a BL and a dependent EL. We are mainly interested in the input and the output of the EL quantizer (i.e., \( Q_2 \)) in Fig. 1.

We first obtain a low frequency component of the input CIF video by the down-sampling process. The lowpass filtered signal is fed into the BL encoder to produce the BL reconstruction signal, which corresponds to a quantized version of the low-frequency video using quantization step size \( Q_1 \). The reconstructed BL is used as a basis to predict the low frequency component of the input to reduce inter-layer redundancy. Then, we use the differential signal between the original and the interpolated BL signals as the input to the EL encoder. This differential signal actually consists of two parts: 1) the high frequency component and 2) the distortion in the low frequency component due to the quantization effect in the BL.

Since the frame is used as the basic unit, we can consider using the distributions of the DCT coefficients of each frame to describe the feature of EL differential signal. By testing and considering both the accuracy and the complexity issues, we approximate the DCT coefficients distribution successfully by zero-mean Cauchy distribution with parameter \( \mu \), having the pdf
\[ p(x) = \frac{1}{\pi \mu^2 + x^2}, \quad x \in \mathbb{R}, \]  \hspace{1cm} (4)

where the parameter \( \mu \) depends on the EL input differential signal.

Fig. 2 illustrates the curve fitting results with Fig. 2(a) and Fig. 2(b) depicting the influence of different \( Q_1 \). The main difference between the coefficients distribution figures of different EL input signal is the height of pdf, which corresponds to different parameter values of \( \mu \). Thus, we further analyze the relationship between the only variable \( \mu \) in Cauchy pdf and BL quantization step size to investigate the relationship between \( Q_1 \) and the EL input differential signal.

![Fig. 2. DCT coefficients fitting result of different EL input signal based on different \( Q_1 \).](image)

![Fig. 3. Illustration of linear relationship between \( \mu \) and \( Q_1 \).](image)
We observe the relationship between the parameter $\mu$ in Cauchy pdf from the differential input and the BL encoder step size $Q_2$ for various test sequences shown in Fig. 3. The data in these figures indicate a linear model between $\mu$ and $Q_2$, which can be written as

$$\mu = \eta \cdot Q_2 + \varphi,$$

where $\eta$ and $\varphi$ are model parameters.

With the input signal to the EL encoder characterized by Eq. (5), the output of the EL encoder is influenced by the EL quantization step size $Q_2$ only. The distortion of EL caused by EL quantization can be estimated accurately for the Cauchy pdf assumption. Assume that we have a uniform quantizer with step size $Q$. The distortion caused by quantization is given by

$$D_2(Q) = \frac{1}{2}\sum_{i=-\infty}^{\infty} (1 + \frac{1}{2})Q_2 |x - iQ_2|^2 p(x) dx.$$  

(6)

It can be shown that this infinite sum converges and is bounded from above by $Q_2^2/4$. For a Cauchy source, this expression becomes

$$D_2(Q) = 2 \sum_{i=1}^{M} \left[ \frac{\mu Q_2}{\pi} - \frac{iQ_2}{\pi} \ln \left( \frac{\mu^2 + (i + \frac{1}{2})^2 Q_2^2}{\mu^2 + (i - \frac{1}{2})^2 Q_2^2} \right) - \frac{\mu^2 - i^2 Q_2^2}{\pi} \right] \times \tan^{-1} \left( \frac{\mu Q_2}{\mu^2 + (i^2 - 1)Q_2^2} \right).$$

(7)

In [6], the authors suggest that the distortion depends on $\mu$ in addition to $Q_2$. Although this equation is highly complex, it can be approximated. An approximation leads to

$$D_2(Q_2) \approx b \cdot Q_2^\alpha,$$

where $b$ is the parameter that depends on $\mu$. Once the sequence is fixed, the value of $\alpha$ is almost constant. They point out that they can solve $b$ as the least square error solution off-line, and Table 1 shows values of $b$ for a possible set of $\mu$ values.

<table>
<thead>
<tr>
<th>$\mu$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5634</td>
<td>0.2501</td>
</tr>
<tr>
<td>2.8522</td>
<td>0.2087</td>
</tr>
<tr>
<td>3.0980</td>
<td>0.1976</td>
</tr>
<tr>
<td>3.2928</td>
<td>0.1889</td>
</tr>
</tbody>
</table>

Considering above the analysis on both linear relations, $\mu$ is the function of $Q_1$ and $b$ is function of $\mu$, we can propose the following distortion model of dependent EL layer,

$$D_2(Q_1, Q_2) \approx (\zeta Q_1 + v) \cdot Q_2^\beta,$$

(8)

where $\zeta, v,$ and $\beta$ are empirical parameters.

### 3.2. Frame-based Rate Model

To derive the frame-based rate model of EL, denoted by $R_2(Q_1, Q_2)$, we plot the bit rate of EL at different $Q_1$ values with respect to the variation rates of the referenced BL. In Fig. 4, it is shown that for each fixed $Q_2$, increasing $R_1(Q_1)$ (i.e., decreasing $Q_1$) results in roughly a linear relation decreases in $R_2(Q_1, Q_2)$. However, $R_2$ does not decrease further beyond the point where $Q_2 = 2Q_2$. That is, the corresponding quantization step size is halved, i.e., $Q_1 = 2Q_2$.

Based on the above observation, we conclude that the rate of a dependent layer can be approximated as

$$R_2(Q_1, Q_2) = \begin{cases} r \cdot R_1(Q_1) + (s - r)R_1(Q_2), & Q_1 \geq 2Q_2, \\ s \cdot R_1(Q_2), & Q_1 < 2Q_2. \end{cases}$$

(9)

where $s$ and $r$ are the slope of the line when $Q_1 = 2Q_2$ and $Q_1 \geq 2Q_2$, respectively. The proposed rate model is plotted in Fig. 5.

**Fig. 4.** Illustration of rate dependency between two layers.

**Fig. 5.** The proposed rate model for dependent layers.

### 4. PROPOSED SPATIAL-LAYER BIT ALLOCATION ALGORITHM

We address a spatial layer bit allocation problem for H.264/SVC based on the proposed dependent rate and distortion model. This modeling approach enables an analytical solution to the Lagrange equation. For the single variable rate and distortion models, we employ the models proposed by Kamaci et al. [6] of the following form:

$$R(Q_i) = a \cdot Q_i^{-\alpha},$$

(10)

and

$$D(Q_i) = b \cdot Q_i^\beta,$$

where $Q_i$ is the quantization step of BL, $a, b, \alpha,$ and $\beta$ are model parameters.

Then, the Lagrange cost function can be solved with a closed-form solution by applying the proposed frame-based R-D models as given in Eqs. (8) and (9). That is,

$$J(Q, \lambda) = b \cdot Q_1^{\beta_1} + (\zeta Q_1 + v) \cdot Q_2^{\beta_2}$$

$$+ \lambda \cdot \left[ (1 + r) \cdot aQ_1^{-\alpha} + (s - r) \cdot aQ_2^{-\alpha} \right].$$

(11)

To optimize Eq. (11), we first take the partial derivatives with respect to $Q_1$ and $Q_2$, which yields the following two equations

$$b \beta_1 \cdot Q_1^{(\beta_1 - 1)} + \zeta \cdot Q_2^{\beta_2} - a(1 + r)Q_1^{-\alpha - 1} \cdot \lambda = 0,$$

$$v \beta_2 \cdot Q_2^{(\beta_2 - 1)} - a(s - r)Q_2^{-\alpha - 1} \cdot \lambda = 0.$$  

(12)

Another equation can be derived from the frame bit budget constraint $R_P$; namely,

$$R_T = (1 + r)a \cdot Q_1^{-\alpha} + (s - r)a \cdot Q_2^{-\alpha}.$$  

(13)

Based on Eqs. (12) and (13), we can compute $Q_1$ and $Q_2$ values that optimize the Lagrange cost function given in Eq. (11). Finally, we can determine the encoder input parameters, $Q_{P_1}$ and $Q_{P_2}$, using the one-to-one correspondence between quantization step size $Q$ and quantization parameter $QP$. 
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Table 2. Performance of two methods for QCIF-CIF two layers in terms of output rate, PSNR, ∆ rate and iteration times.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Target rate(kbps)</th>
<th>Method</th>
<th>PSNR (dB)</th>
<th>Rate (kbps)</th>
<th>∆ Rate</th>
<th>Iteration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus</td>
<td>512</td>
<td>Proposed</td>
<td>32.57</td>
<td>495.14</td>
<td>-16.86</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JSVM</td>
<td>31.74</td>
<td>527.28</td>
<td>+5.28</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>33.98</td>
<td>764.58</td>
<td>-3.42</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JSVM</td>
<td>32.18</td>
<td>788.65</td>
<td>+0.32</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Football</td>
<td>768</td>
<td>Proposed</td>
<td>34.87</td>
<td>779.1</td>
<td>+10.9</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JSVM</td>
<td>32.98</td>
<td>776.04</td>
<td>+8.04</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>37.24</td>
<td>1020.88</td>
<td>-3.12</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JSVM</td>
<td>34.99</td>
<td>1036.89</td>
<td>+12.89</td>
<td>26</td>
<td></td>
</tr>
<tr>
<td>Foreman</td>
<td>256</td>
<td>Proposed</td>
<td>36.85</td>
<td>254.42</td>
<td>-1.58</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JSVM</td>
<td>34.90</td>
<td>254.57</td>
<td>-1.43</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>38.12</td>
<td>388.23</td>
<td>+4.23</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JSVM</td>
<td>36.94</td>
<td>380.66</td>
<td>-3.34</td>
<td>37</td>
<td></td>
</tr>
<tr>
<td>Mobile</td>
<td>384</td>
<td>Proposed</td>
<td>29.04</td>
<td>382.65</td>
<td>-1.35</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>JSVM</td>
<td>27.65</td>
<td>372.88</td>
<td>-11.12</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>31.24</td>
<td>520.13</td>
<td>+8.13</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>JSVM</td>
<td>29.36</td>
<td>514.19</td>
<td>+2.93</td>
<td>39</td>
<td></td>
</tr>
</tbody>
</table>

5. EXPERIMENTAL RESULTS

Since there is no spatial layer rate control algorithm in the JSVM, the performance of the proposed algorithm is compared with that of the full search (FS) method. By testing all possible combinations of $Q_1$ and $Q_2$ for each spatial layer, an input video is iteratively encoded to find the best R-D performance at each target bit rate. The R-D curve obtained via FS provide the R-D performance bound with two-layer encoding. We also consider comparing with the results of JSVM FixedQPEncoder tool based on the SVC testing conditions JVT-Q205 defined in [7].

The proposed bit allocation algorithm was implemented with JSVM 9.6 in our experiment. The BL and the EL video sequences are QCIF and CIF formats, respectively. The GOP size is set to be 2, which is to avoid the effect of temporal hierarchical-B structure. The frame rate is 15 fps.

![Frame Number vs PSNR for QCIF-CIF two layers](image)

(a) Football $R_F = 768$kbps  (b) Foreman $R_F = 192$kbps

Fig. 6. PSNR versus frame for three bit allocation algorithms.

The performances of the proposed algorithm comparing with FS method and JSVM JVT-Q205 are shown in Fig. 6. We see the performance degradation of our method with respect to the optimal solution obtained by the optimal bound at various frame is not large. Significant coding gain could be observed for the proposed algorithm in comparison with JSVM JVT-Q205. Table 2 summarizes the encoding results of the proposed algorithm and JSVM JVT-Q205. The rate control method using the proposed frame-based bit allocation algorithm achieves an average of 1.67-dB PSNR gain over the one that uses current JSVM. It also shows the iteration times of the current JSVM FixedQPEncoder. Comparing with fixed 4 times for the proposed algorithm, the complexity of the current JSVM implementation is extremely higher. These experimental results demonstrate the effectiveness and the robustness of the proposed algorithm for video sequences with various spatial characteristics.

6. CONCLUSION

We investigated a model-based spatial layer bit allocation scheme for H.264/SVC in this work. The inter-layer dependence of the distortion and the rate function were successfully modeled. Based on these models, we proposed a bit allocation algorithm that achieved a near optimal R-D performance.
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