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ABSTRACT

Nowadays the world is more immersive than ever, but
huge bitrate and large Internet delay impede the wide appli-
cations of 360-degree video. Viewport adaptive streaming is
emerging to transmit quality-variable videos based on user’s
viewport. To prevent the playback stalling, it is necessary to
prefetch some subsequent videos within user’s future view-
port by head motion prediction. However, long-term predic-
tion is easier biased, which results in videos quality drop and
quality oscillation. To alleviate the bias’ ill effect, it has to de-
cide whether to download a new segment, or replace old tiles
with more accurate viewing probability. To this end, we pro-
pose a bias correction based optimal probabilistic viewport-
adaptive approach, which selects the best tiles and bitrates to
alleviate the ill effect of prediction bias. Besides, viewport
quality, playback stalling, and quality oscillation are jointly
considered in the optimization model to maximize the Qual-
ity of Experience in the viewport. The experimental results
confirm that our proposal outperforms the existing viewport
adaptive approaches.

Index Terms— 360-degree video, tile-based, viewport
adaptive streaming, probabilistic, viewport prediction bias

1. INTRODUCTION

Nowadays, 360-degree video’s applications are more and
more popular with people, due to its more immersive expe-
rience. But huge bitrate demand and large Internet delay im-
pede the wide applications of 360-degree video. In order to
economically efficiently transmit the 360-degree video, the
tile-based streaming [1–5] is emerging as promising view-
port adaptive streaming. But, in 360-degree video stream-
ing, its requirement on network latency is much higher than
planer video. Therefore, to better avoid playback stalling and
motion-to-photon latency, it is much necessary for client to
pre-fetch some amount of subsequent video segments based
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on user’s predicted future viewport. To predicted user’s future
viewport, there has been a large body of works [1–8] con-
tributed to the viewport prediction. However, for these view-
port predictions, they still pose three stringent challenges:

1. The playback stall: To provide more immersive expe-
rience for users, the demand for Internet bandwidth is
much large for 360-degree video. But, due to harsh
bandwidth constraint and motion-to-photon delay, it is
easy to induce playback stalling for 360-degree video.

2. The long-term prediction bias: It is difficult to accu-
rately predict the long-term future viewport. Besides,
with the increase of prediction time, the bias of view-
port prediction will increase significantly.

3. The temporal quality oscillation: due to bandwidth
fluctuation and inconsistency of the accuracy of view-
port prediction over different temporally video seg-
ments, the quality of downloaded video segments are
different, which will induce the temporal quality oscil-
lation, and further degrade user’s viewing experience.

In order to alleviate the ill effect of long-term predic-
tion bias on viewport quality drop and quality oscillation,
while guaranteeing playback continuity, it has to consider a
trade-off problem, whether to download a new segment to
avoid potential stalling, or replace old tiles in the buffer by
means of more accurate viewing probability? The trade-off
problem is important and meaningful, but so far, there have
been not yet existing works to study it. Our paper is the first
work to contribute to this trade-off problem.

In this paper, we propose a bias correction based optimal
probabilistic tile-based streaming, which leverages the view-
ing probability distribution model and the expected quality
utility optimization framework to select the best tiles and bi-
trates, to alleviate the ill effect of long-term prediction bias.
Besides, the viewport quality, playback stalling and quality
oscillation are jointly considered in the optimization model to
maximize the Quality of Experience in the viewport. Since
the optimization problem is NP-hard, we derive its refor-
mulation, which can easily obtain approximate solution with
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provable lower and upper bounds. The experimental results
confirm that our proposal outperforms the state of the art
viewport-adaptive approaches, in terms of viewport quality,
playback stalling and quality oscillation.

The main contributions in this paper are as follows:

• The trade-off problem is formulated into novel proba-
bilistic model, which concurrently considers the view-
port quality, playback stalling and quality oscillation;

• The experimental results demonstrate that our proposal
can better correct the bias of long-term prediction while
guaranteeing playback continuity, compared with the
existing viewport adaptive streamings.

The rest of paper are organized as follows. Section 2 sur-
veys the related works on tile-based viewport adaptive stream-
ing. In Section 3, we formulate the trade-off problem into
optimization model, and then derive reformulation. Perfor-
mance evaluation is presented in Section 4. Finally, we make
a conclusion in Section 5.

2. RELATED WORKS

Tile-based streaming [1–5] is considered as key supporting
technology for encoding the quality-variable videos, which
has been recently extended to meet the demand of 360-
degree video streaming. To better avoid playback stalling and
motion-to-photon delay, it is very necessary to pre-fetch some
subsequent video tiles based on user’s predicted future view-
port. So far, there have been a large body of works [1–8]
contributing to viewport prediction. The simple extrapola-
tion is commonly used in the works [1, 6, 8]. Specifically,
Mavlankar et al. [6] adapts autoregressive moving average
model to extrapolate user’s future viewport, while Quan et
al.[1] and Stefano et al. [8] apply Linear Regression to do it.
However, the bias of long-term prediction in these ways sig-
nificantly enlarges with prediction time increases [3], which
results that more blank blocks will be rendered in the screen.

To effectively alleviate the blank block problem, the
probabilistic viewport predictions [2–5, 7] are emerging.
More concretely, Fan et al. [5] leverage the saliency de-
tection and the Recurrent Neural Network to study the re-
gion of interest on content. However, this algorithm is very
high-computational. Besides, the correlation between image
saliency map with user’s preference has not been fully investi-
gated, which makes the prediction results not reliable enough.
360ProbDASH[2] proposes a relatively low-complexity way
to predict viewing probability through statistically analyzing
the Linear Regression’s prediction errors. CUB360[4] also
estimates viewing probability of tiles by the means of linear
regression, and amend its prediction bias through considering
cross-users viewing preference on video content. However,
the long-term prediction bias still exists in 360ProbDASH and
CUB360, since they are both based on the linear regression.

Fig. 1. The trade-off problem in the probabilistic tile-based
streaming: whether to download a new segment, or replace
old tiles of segment in the buffer by means of more accurate
viewing probability.

Based on the observation that most users are drawn to sim-
ilar Region of Interest (ROI) on 360-degree video content,
CLS[3] estimates the viewing probability of tiles by analyz-
ing the distribution (over the future tiles) of the viewing fre-
quencies of users in cluster, whose users has the same ROI.
However, it is also difficult to accurately predict the long-term
future cluster to which the users should belong. Therefore, it
is inevitable that long-term prediction bias still exists in CLS.

In summary, the long-term prediction bias still exists in
the existing works [1–8]. Moreover, it is also important
to avoid playback stalling for 360-degree video streaming.
Therefore, to address these challenges, it is of importance to
consider the trade-off problem, whether to download a new
segment (to avoid potential stalling) or replace the old tiles in
the buffer by means of more accurate viewing probability.

3. PROBLEM FORMULATION

3.1. Assumption and Definition

According to the long-term prediction bias in probabilistic
tile-based streaming [2–5], there are two main observations:
1) for segments k > l in playback sequence, k’s accuracy
of predicting viewing probability of tiles is lower than that of
l when they are predicted at the same time; 2) for one seg-
ment l, its accuracy of predicting viewing probability of tiles
at previous prediction time is lower than that at current pre-
diction time. Based on these observations, we try to address
the trade-off problem based on current more accurate viewing
probability. Now, we give some definitions and assumptions.

In tile-based streamings [2–5], a raw 360-degree video is
temporally divided into several video segments with same du-
ration T , and each segment is characterized by viewing prob-
ability over its tiles. We assume that, each video segment is
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spatially cropped into N tiles, in which each tile is encoded
into M bitrate-levels. Let rlij denote bitrate of tile i ∈ [1, N ]

in segment l with bitrate-level j ∈ [1,M ]. Let {pli} denote
the normalized viewing probability over tile i in a segment l
at current prediction time.

We assume the client selects and downloads one segment
with some tiles at a time, so that bandwidth can be estimated
more accurately. Besides, we further assume that segment l
can be selected, only when segment l − 1 has already been
downloaded in the playback buffer. Without loss of general-
ity, we assume there are L − 1 segments in the buffer, which
were downloaded based on previous viewport prediction. The
segment L is a new segment which has not yet been down-
loaded.

For each segment l ∈ [1, L], there are N (tiles) × M
(bitrate-levels) optional tiles. Let �xl = {xl

ij}N×M denote
a vector of decision variables, where xl

ij = 1 denotes that
for segment l, its tile i with j-th bitrate-level is selected, and
xl
ij = 0 otherwise. Each tile i in segment l can select at most

one bitrate version, i.e.,

M∑
j=1

xl
ij ≤ 1 ∀i ∈ [1, N ], ∀l ∈ [1, L].

Therefore, to address the trade-off problem, our optimiza-

tion model need to find the optimal decisions �̂x
l∗

= {x̂l∗
i∗j∗},

namely, finding a set of optimal tiles {i∗} with optimal
bitrate-levels {j∗} in an optimal segment l∗, to maximize the
video’s quality improvement and minimize the temporal qual-
ity oscillation. Obviously, we have xl

ij = 0, for l �= l∗.

3.2. Quality Improvement Function

In the server side, a quality of tile i with j-th bitrate-level is
denoted as qlij for corresponding segment l ∈ [1, L]. In the
client side, for each old segment l ∈ [1, L− 1] (in the buffer),
a known quality of its old tile i (which had been allocated with
a specific bitrate based on its previous viewing probability) is
denoted as Ql

i. Without loss of generality, let Ql
i = 0 when

tiles i (in segment l ∈ [1, L]) have not yet been downloaded
in the buffer, especially QL

i = 0 for new segment L.
Accordingly, based on current viewing probability {pli} of

tiles, the Quality Improvement Function can be designed as:

F (�xl) =
N∑
i=1

M∑
j=1

pli(q
l
ij −Ql

i)x
l
ij ∀l ∈ [1, L]. (1)

3.3. Quality Oscillation Function

For each old segment l ∈ [1, L− 1] in the buffer, when some
of its old tiles are replaced with new tiles, the expected quality
of this updated segment l ∈ [1, L − 1] can be expressed as:∑N

i=1 p
l
i

(∑M
j=1 q

l
ijx

l
ij +Ql

i

(
1−∑M

j=1 x
l
ij

))
.

Considering temporal quality oscillation caused by incon-
sistent prediction accuracy over different segments and band-
width fluctuation, we design a quality oscillation function,
whose core idea is computing difference of expected quality
between two adjacent video segments, which is expressed as:

S(�xl) =

⎡
⎣ N∑

i=1

pli

⎛
⎝ M∑

j=1

qlijx
l
ij +Ql

i

⎛
⎝1−

M∑
j=1

xl
ij

⎞
⎠
⎞
⎠

−
N∑
i=1

pl−1
i Ql−1

i

]2

∀l ∈ [1, L]

(2)

where Q0
i denotes the quality of segment l = 0 which are

playing back currently.

3.4. Satisfying the Playback Continuity and Deadline

Let b(t) denote the remaining playback time of video seg-
ments in the buffer at time t, and bmin the minimal buffer
level. Besides, let c(t) ≥ 0 denote bandwidth estimated
at time t. Thus, the time that the client takes to com-
pletely download a segment l ∈ [1, L], can be expressed as:
∑N

i=1

∑M
j=1 xl

ij ·rlij
c(t) . Notice that the remaining playback time of

the buffer would be increased by T when a new segment L
is downloaded in the buffer. Therefore, when client selects a
segment l ∈ [1, L], it need to satisfy the constraint of play-
back continuity:

b(t) + T · 1{l=L} −
∑N

i=1

∑M
j=1 x

l
ij · rlij

c(t)
≥ bmin,

where 1{l=L} denotes a binary indicator.
Besides, each segment l ∈ [1, L] has a playback deadline,

which is the remaining time (l × T ) before the player starts
playing back it. Thus, each selected segment l ∈ [1, L], it
need to be completely downloaded within its deadline l × T ,
i.e., ∑N

i=1

∑M
j=1 x

l
ij · rlij

c(t)
≤ l × T.

3.5. Maximizing the Quality Utility Function

Concurrently considering both the quality improvement func-
tion (1) and quality oscillation function (2), we design a Qual-
ity Utility Function over per video segment l ∈ [1, L], which
can be expressed as: G(�xl) = F (�xl)−δ ·S(�xl), where δ > 0
denotes a weight of quality oscillation function. Notice that,
to indeed improve the expected quality of video in the buffer,
the optimal segment l∗ have to satisfy F (�xl) > 0. Therefore,
for a specific segment l ∈ [1, L], a problem of how to select a
set of tiles with optimal bitrates to maximize the quality util-
ity function (referred to as tiles-selection problem), can be
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formulated into a binary quadratic programming:

Maximize
�xl

G(�xl) = F (�xl)− δ · S(�xl) (3a)

Subj. to: F (�xl) ≥ 0 (3b)

b(t) + T · 1{l=L} −
∑N

i=1

∑M
j=1 x

l
ij · rlij

c(t)
≥ bmin

(3c)∑N
i=1

∑M
j=1 x

l
ij · rlij

c(t)
≤ l × T (3d)

M∑
j=1

xl
ij ≤ 1 ∀i ∈ [1, N ] (3e)

xl
ij ∈ {0, 1} ∀i ∈ [1, N ], ∀j ∈ [1,M ] (3f)

Let Dl
1 denote the set of vectors �xl satisfying the aforemen-

tioned constraints (3b)-(3f).
Moreover, the viewing probabilities of tiles in each seg-

ment l ∈ [1, L] , which are predicted at the same time, are
endowed with weight of reliability, denoted by wl > 0. Of
course, wl decreases with the increasing of l ∈ [1, L]. There-
fore, the trade-off problem can finally be formulated into:

Maximize
l∈[1,L]

{
Max
�xl

G(�xl) · wl

}
(4a)

Subj. to: �xl ∈ Dl
1 ∀l ∈ [1, L] (4b)

3.6. Problem Reformulation

Since solution to model (4) depend mainly on solution to
model (3), in order to simplify the solution process, we re-
formulate the tiles-selection problem (3). Let Ql

0 denote a
known difference of expected quality between two adjacent
segments l ∈ [1, L], i.e., Ql

0 =
∑N

i=1 p
l−1
i Ql−1

i −∑N
i=1 p

l
iQ

l
i.

Let alij = pli · (qlij − Ql
i) denote a known value of expected

quality improvement of each segment l ∈ [1, L]. Therefore,
the objective function of model (3) can be reformulated into:

G(�xl) =
N∑
i=1

M∑
j=1

alijx
l
ij − δ

⎛
⎝ N∑

i=1

M∑
j=1

alijx
l
ij −Ql

0

⎞
⎠

2

= −δ

⎛
⎝ N∑

i=1

M∑
j=1

alijx
l
ij −

2δQl
0 + 1

2δ

⎞
⎠

2

+
4δQl

0 + 1

4δ

Accordingly, we can obtain theorem 1 when Ql
0 ≤ − 1

2δ :

Theorem 1. �̂x
l
= 0 is an optimal solution to problem (3)

over video segment l ∈ [1, L − 1], when
∑N

i=1 p
l−1
i Ql−1

i −∑N
i=1 p

l
iQ

l
i ≤ − 1

2δ .

Let R(l) = c(t)·min
{(

b(t)− bmin + T · 1{l=L}
)
, l · T}

and �al = {al11, ...al1M , al21, ..., a
l
2M , ..., alN1, ..., a

l
NM}T ,

Al = �al · �alT ,thus we obtain Theorem 2 when Ql
0 > − 1

2δ :

Theorem 2. When Ql
0 > − 1

2δ holds, the optimal solution
to problem (3) over segment l ∈ [1, L] is equivalent to the
optimal solution to model (5):

Minimize
�xl

�xlTAl�xl − 2δQl
0 + 1

δ
· �alT · �xlT +

(
2δQl

0 + 1

2δ

)2

Subj. to:
N∑
i=1

M∑
j=1

xl
ij · rlij ≤ R(l) (5a)

M∑
j=1

xl
ij ≤ 1 ∀i ∈ [1, N ] (5b)

xl
ij ∈ {0, 1} ∀i ∈ [1, N ], ∀j ∈ [1,M ] (5c)

It’s easy to prove the two above theorems. Although
both original model (3) and model (5) are binary quadratic
programming, which are NP-hard, the objective function of
model (5) is semidefinite function. Thus, by the means of
Semidefinite Programming Relaxation [9], it’s easy to obtain
approximate solutions to model (5), which has provable lower
and upper bounds on the optimal value [9].

4. PERFORMANCE EVALUATION

To validate the efficiency of our proposal (OPV), three typical
360 video streaming methods are selected as the comparisons.

• ERP: The Equirectangular Projection (ERP) transmits
the whole 360-degree video. We select it as a baseline
method, since it is widely developed on Internet.

• Tile-LR: Linear Regression (LR) is a commonly used
extrapolation in viewport prediction. In Tile-LR [1], bi-
trate of tiles in predicted viewport are allocated equally.

• 360ProbDASH [2]: The 360ProbDASH is a represen-
tative probabilistic viewport adaptation with relatively
low computation complexity. It predicts the viewing
probability by analyzing prediction errors of LR model.

Besides, we mainly consider the following metrics:

• Viewport PSNR (V-PSNR): The metric directly indi-
cates the video’s quality in the user’s viewport, which
is commonly used in viewport predictions [2–4].

• Temporal Quality Oscillation: To quantify this metric,
we calculate the coefficient of variation of the video’s
quality in the viewport over time-sequence video.
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Fig. 4. Under 5 traces (bandwidth=4Mbps, buffer size=10s)

• Stall Ratio [2]: This metric calculates the percentage of
the duration of stall over the total video streaming time.
We measure it under real-world Internet bandwidth.

In the tests, we choose a video sequence, which is about
3 minutes long, and 5 users’ head motion traces on this se-
quence, which both are provided by AT&T [1]. According
to test settings in [2], the sequence is cropped into segments
with 1s duration (T = 1s), and then each segment is cropped
into 6 × 12 tiles. For each tile, the bitrate levels are set as
{20kbps, 50kbps, 100kbps, 200kbps, 300kbps}. Besides, the
weight of temporal quality oscillation in our objective func-
tion (3a) is empirically set to δ = 0.0015. The viewing prob-
abilities over tiles are predicted by statistically analyzing pre-
diction errors of Linear Regression [1] prediction. The weight
value of prediction’s reliability wl over segment l (l ∈ [1, L])
is set as: wl = L − l + 1. The results are averaged with the
95% confidence intervals in Fig.2-3 and Fig.5-6.

4.1. Ratio of Renewed video segments in buffer

Our optimization model is devoted to addressing the trade-
off problem, i.e., whether to download a new segment or re-
place old tiles in the buffer. In order to have a deep insight
into our approach (OPV), we analyze the ratio of old seg-
ments (in the buffer), which were already partially renewed,
to the total downloaded segments, under various buffer sizes
(measured by seconds). Then we further evaluate the effect
of this ratio on viewport quality and temporal quality oscilla-
tion. The experiments of Fig.2-3 are tested on trace of user1
when bandwidth is fixed as 4 Mbps. As shown in Fig.2-3,
when buffer size ≤ 4s, the ratio of renewed old segments is
close to 0. This is because the short-term prediction bias is
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relatively small, our proposal (OPV) make a better decision
to download new segment to avoid potential stalling. With
buffer size increases, the ratio of renewed segments signif-
icantly increases, in order to alleviate the long-term predic-
tion bias. Accordingly, with the ratio of renewed segments
increases, the improvements of V-PSNR of OPV compared
with other two tile-based methods (360ProbDASH and Tile-
LR) are significantly improved (Fig.2), and the decreases of
temporal quality oscillation of OPV compared with the two
methods are also increased (Fig.3). Therefore, OPV can bet-
ter alleviate the negative effect of long-term prediction bias
on video’s quality.

4.2. Viewport PSNR under different conditions

Regardless of buffer sizes, as shown in Fig.5(a), OPV al-
ways outperforms the three methods in terms of V-PSNR.
With buffer size increases, OPV’s V-PSNR just decreases
slightly, while both 360ProbDASH and Tile-LR drop signif-
icantly. Besides, whenever under various fixed bandwidths
(Fig.6(a)) and different users’ head motion traces(Fig.4(a)),
OPV always has the best performance than other three meth-
ods, in terms of V-PSNR.

4.3. Quality Oscillation under different conditions

Whenever under various buffer sizes (Fig.5(b)), OPV al-
ways has best performance than the two tile-based methods
(360ProbDASH, Tile-LR) in terms of temporal quality oscil-
lation. Moreover, whenever under various fixed bandwidths
(Fig.6(b)) and traces of different users (Fig.4(b)), OPV al-
ways demonstrates its significant superiority over Tile-LR
and 360ProbDASH, in terms of quality oscillation. ERP has
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Fig. 7. Under the bandwidth traces of real-world Internet

the smoothest quality oscillation under these three conditions,
since ERP always transmits the whole video with the same bi-
trate under the fixed bandwidth.

4.4. Under the bandwidth traces of real-world Internet

Since OPV, 360ProbDASH and Tile-LR are tile-based ap-
proaches, which are more adaptable to the time-varying band-
width, we evaluate their performances under real-world Inter-
net’s bandwidths. Fig.7(a) shows that, in terms of stalling
ratio, 360ProbDASH is very closer to OPV while both of
them are better than Tile-LR. What’s more, OPV almost has
the best performance than other two methods, in terms of
V-PSNR (Fig.7(b)) and quality oscillation (Fig.7(c)), under
time-varying bandwidths. Therefore, our proposal can better
alleviate the negative effect of long-term prediction bias on
video’s quality, while guaranteeing playback continuity.

5. CONCLUSION

The long-term prediction bias is a common problem in exist-
ing viewport prediction approaches. It is of great importance
to alleviate the long-term prediction bias while guaranteeing
playback continuity. Therefore, it is meaningful and neces-
sary to consider the trade-off problem, i.e., whether to down-
load a new segment or replace old tiles by means of more ac-
curate viewing probability. Our paper is the first work to pro-
pose a probabilistic optimization model to address this trade-
off problem. Extensive experiments confirm our proposal’s
significant superiority over the existing works, in terms of
video’s quality, temporal quality oscillation and stalling.
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