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Abstract. In this paper, we propose a novel full-reference objective
quality assessment metric of screen content images by structure infor-
mation. The input screen content image is first divided into textual and
pictorial regions. The visual quality of textual regions is predicted based
on perceptual structural similarity, where the gradient information is
used as the feature. To estimate the visual quality of pictorial regions,
we extract the luminance and structure features as feature representa-
tion. The overall quality of the screen content image is measured by fus-
ing those of textual and pictorial parts. Experimental results show that
the proposed method can obtain better performance of visual quality
prediction of SCIs than other existing ones.
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1 Introduction

Recently, there is one type of images emerging over Internet, which is called
screen content images (SCIs). Generally, the SCI includes different forms of
visual content, such as texts, pictures, and graphics. It has been emerging and
widely used in various multimedia applications, including information sharing
system between computer and smart devices [1], cloud computing systems [2]
[3], remote conference, product advertising, etc. With the popularity of smart
phones, more and more users would like to share different information with each
other by rendering various visual content as the form of SCIs, where various
multimedia processing methods might be involved, such as coding [7] [8] [9],
transmission [3], etc. There are a large number of image processing algorithms
proposed for SCIs, including SCI compression [4], SCI quality assessment [5],
SCI segmentation [6], etc.
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During SCI processing such as acquisition, processing and transmission, there
might be various visual distortions generated. When SCIs are created by the
camera from smart phones, the noise and blurring distortions might be involved
due to the camera motion. For the transmission of SCIs over Internet, the com-
pression distortion might be generated. To evaluate the visual quality of these
distorted SCIs, it is highly desired to design effective objective visual quality
assessment metrics for various multimedia processing applications.

In the past decades, there have been various quality assessment methods de-
signed for visual content. Traditional signal fidelity methods such as PSNR (Peak
Signal-to-Noise Ratio), MSE (Mean Square Error) and MAE (Mean Absolute
Error) predict visual quality of images by simply computing pixel differences
between the reference and distorted images. These signal fidelity methods are
widely used for visual quality assessment (VQA) in both industry and academia
due to their simple and efficient implementation. However, they do not consider
the properties of the Human Visual System (HVS), and thus, they might not
obtain accurate quality prediction results as human beings perceive [14] [15]. To
overcome the drawbacks of these existing metrics, many advanced perceptual
IQA metrics have been proposed during the past decade [14].

Wang et al. proposed the well-known SSIM (structural similarity) by consid-
ering the characteristics of human beings’ perception on image structure [16].
Following this perceptual VQA metric, there are various types of full-reference
VQA metrics proposed in recent ten years [14]: VIF (visual information fidelity)
[17], IGM (internal generative mechanism) [18], GSM (gradient similarity met-
ric) [19], ete. Also, many reduced-reference metrics [10] and no-reference metrics
[11] [12] [13] have been designed in the past decades. These IQA metrics are
mainly designed for VQA of general images and they are not effective in VQA of
SCIs. Recently, Yang et al. conducted an user study for VQA of SCIs [5]. Based
on the detailed analysis of the subjective data on the constructed SCI database,
the authors proposed an objective VQA metric to predict visual quality of SCIs
[5]. However, the performance of that metric in [5] can be further improved.
Thus, it is highly desired to design VQA metrics for SCIs for various potential
SCI processing applications.

In this study, we propose a full-reference (FR) VQA metric for SCIs based
on structure features. We first divide the SCI into textual and pitorial parts
by the text segmentation method. The visual distortion of textual regions is
predicted by structural similarity, where gradient information is used to extract
the structure feature. For the pictorial regions, we calculate the luminance and
structure features to estimate the visual quality. The overall quality of the SCIs
can be predicted by fusing those of pictorial and textual regions. Experimental
results show that the proposed method can obtain good performance in visual
quality prediction of SCIs.
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Fig. 1. The proposed framework.

2 The Proposed Method

Our previous study [5] has shown that the statistical features of natural and
textual images are totally different. The detailed analysis of subjective data
demonstrate that human perception on pictorial and textual regions is differ-
ent with each other. Specifically, the distortion in textual regions are perceived
differently from that of the overall SCI. Observers would be sensitive to the lumi-
nance and contrast change in pictorial regions, while for textual regions, they are
more sensitive to blurring distortion than other types of distortion. Thus, it is
reasonable to design different methods for visual quality assessment of pictorial
and textual regions.

The framework of the proposed method is shown in Fig. 1. We first use
the texture segmentation method in [20] to segment the SCI into pictorial and
textual regions. Then the image is divided into two types of image patches:
pictorial and textual patches. For textual patches, we extract the gradient to
represent the feature for similarity computation. The luminance and texture
features are used for similarity calculation of pictorial patches. The final quality
of SCIs is obtained by fusing the visual quality of textual and pictorial patches.
We will introduce the proposed method in detail in the following.

The content in the textual region of SCIs mainly includes various characters.
Since characters are composed of various edges, we use the gradient to represent
the structure feature of textual regions in SCIs. The following filters with two di-
rections are adopted to compute the gradient of textual region: h, = [-1/201/2]
and h, = [-1/2 0 1/2]’. With these two filters, we can compute the structure
feature for reference and distorted SCIs as follows.

Gre = ha Q) T, (1)
ry = hy QT (2)
9az = ha Q) Tu, (3)
gay = hy Q) Tu, (4)
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where T, and Ty represent textual patches in the reference and distorted images,
respectively. (Gra, gry) and (gaz, gday) denote the gradient features with two direc-
tions for the textual patches in the reference and distorted images, respectively.

With the computed structure features in Eqgs. (1)-(4), we calculate the sim-
ilarity between the textual patches from the reference and distorted images as
follows [16]:

2#9% Mg, + Ch 2Ugrkgdk +Cs
Wy, + Hgy, +Crog 05, +Co

Irk 9dk

Si(Grks gar) = (5)

where k € {x,y}; Si(grk, gar) denotes the similarity between gradient features
grr, and gqr for image patch 7; p,r and pgr are mean values of the gradient g,k
and ggg, respectively; o, and og4r denote the standard variance values of the
gradient g, and gqk, respectively; og,, 4., s the covariance of the gradient g,
and gqx; C1 and Cy are two constant values.

After we calculate the similarity between gradient features with two direc-
tions for textual patches, we estimate the visual score of textual regions S; in
SCI as follows:

N
%z 0Si(grss az) + (1= 0)S:(gry, 9ay) (©)

where N is the number of textual patches in the SCI; « is a weighting parameter.
For pictorial patches, we use the structure and luminance features to predict
the visual quality. First, the local contrast normalization is applied to the pic-
torial regions of SCIs to mimic early visual system and remove the redundancy
information in the visual scene. The normalization operation can be implemented
s [21].

I - P(’Lv]) 7:“‘]9
P'(i, ) = o 4 C (7)
where P’(4, j) and P(i, j) represent the normalized and original values at location
(,7) in pictorial regions; u, and o, denote the mean and standard variance
values of pictorial regions; C' is a constant parameter.

With the local normalized P’(z,y), we can extract the structure feature of
pictorial regions by using the rotation invariant uniform LBP descriptor [22].

The general LBP representation can be formulated as follows.

K-1

LBPxr= Y t(pi —pc)2', (8)
=0

v = { g (220 20 )

where K and R denote the number of neighbors and the radius of the neigh-
borhood; p. is the normalized luminance value of the center pixel in the local
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patch; (po,p1, ..., Px—1) represent the normalized luminance values of K circu-
larly symmetric neighborhood. Based on the study [22], we can define the local
rotation invariant uniform LBP operator as:

K-1
o _ o tpi —pe), U(LBPk r) <2
LBFicr {K + 1, Otherwise (10)
U(LBPg r) = |t(px -1 — pc) — t(po — o)l +
K-1

ST s — pe) = tpict — o) (11)

=0

where U is computed as the number of bitwise transitions.

After extracting the LBP features by using the LBP descriptor in Eq. (10), we
further calculate the histogram of LBP features in each pictorial patch. Here, we
set the bin of the histogram as 10 and thus obtain the structure feature with 10
elements { f1, fa, ..., fio}.- Meanwhile, we also calculate the normalized luminance
histogram as the luminance feature in the proposed method. Similarly, we set the
bin of the histogram as 10, and thus, there are 10 elements { fi1, f12, ..., f2o} in
the luminance feature. In total, there is one feature vector with 20 elements for
structure and luminance features for each pictorial patch i: f; = {f1, fa, ..., f20}
We predict the visual quality of pictorial regions in the SCI by the difference
between pictorial patches from the reference and distorted SClIs.

1 N
Sp= Z el—a0) (12)
20
gi= | > _(fi = f))? (13)
j=1

where f; and f/ denote the used luminance and structure features from the
reference and distorted SCIs.

After computing the visual quality of textual and pictorial regions in SCIs,
we predict the final visual quality of each input SCI by combing them as follows.

S =S, +(1-p)S, (14)

where (3 is a weighting parameter with the range [0,1].

3 Experimental Results

To demonstrate the advantages of the proposed method, we use the image
database in [5] to conduct the comparison experiments. This database includes 20
reference SCIs in total. For each SCI in this database, there are seven distortion
types (Gaussian Noise, Gaussian Blur, Motion Blur, Contrast Change, JPEG,
JPEG2000, and Layer Segmentation Based Coding) with seven degradation lev-
els and thus there are 980 distorted SCIs. These reference images obtained from
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webpages, slides, PDF files and digital magazines are diverse with the visual
content.

The 11-category Absolute Category Rating (ACR) is used in the subjective
experiment. In total, there were 96 subjects involved in the test and each image
was rated by at least 30 subjects. The participants’ ages range from 19 to 38
years. After the raw subjective scores were obtained, outliers were removed to
obtain the DMOS.

Here, we adopt two commonly used methods to compute the correlation
between the subjective and objective scores: SRCC (Spearman Rank-order Cor-
relation Coefficient), and PLCC (Pearson Linear Correlation Coefficient). SRCC
can be used to evaluate the prediction monotonicity, while PLCC can be adopted
to assess the prediction accuracy. Generally, a better visual quality assessment
method has higher SRCC and PLCC values. Given the ith image in the database
(with N images in total), its objective and subjective scores are o; and s;. We
can estimate the PLCC as follows.

PLOC — iz (0= 0)(5i = 5) 15)
VN (0 —9)# X (s - 5)

where 0 and s denote the mean values of 0; and s;, respectively.
SRCC can be computed as follows.

625\/:1612
N(N2-1)

where e; is the difference between the ith image’s ranks in subjective and objec-
tive results.

SRCC =1— (16)

Table 1. Experimental results of the proposed method and other existing methods.

[Components|PSNR[SSIM [ VIF | IFC [MAD [GMSD|SPQA[Proposed]|
[ PLCC [0.5869]0.5912[0.8206]0.6395]0.6191]0.7259]0.8584] 0.8656 |
[ SRCC  [0.5608]0.5836]0.8069]0.6011]0.6067]0.7305]0.8416] 0.8642 |

In this experiment, we perform the comparison experiments by using the
proposed method and the following existing visual quality metrics: PSNR, SSIM
[16], VIF [17], IFC [23], MAD [25], GMSD [24], SPQA [5]. We compute the cor-
relations in terms of PLCC and SRCC values between the subjective scores and
the predicted objective scores from the used compared metrics. The experimental
results are shown in Table 1.

From Table 1, we can observe that GMSD can obtain better performance
than PSNR, SSIM, IFC and MAD in visual quality prediction of SCIs. Obvi-
ously, SPQA an VIF can obtain much better performance than other existing
studies. Among all the compared metrics, the proposed method can obtain best
performance on visual quality prediction of SCIs, which can be demonstrated by
the highest PLCC and SRCC values in Table 1.
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4 Conclusion

In this study, we have proposed a new full-reference VQA metric for SCIs based
on structural information. For textual regions in SCIs, we extract the structure
features by using the gradient information for visual quality prediction of tex-
tual regions. For pictorial regions in SCIs, the luminance and structure features
are computed by intensity and LBP information, respectively, for visual quality
prediction of pictorial regions. The final visual quality of SCIs is estimated by
fusing these of textual and pictorial parts. In the future, we will further inves-
tigate how to fuse the visual quality scores of textual and pictorial regions to
obtain more reasonable quality scores of SCIs.
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