
A CONTROL-THEORETIC APPROACH TO RATE ADAPTATION FOR DYNAMIC HTTP
STREAMING

Chao Zhou+, Xinggong Zhang+∗ , Longshe Huo#, Zongming Guo+

+Institute of Computer Science & Technology, Peking University, Beijing, P.R. China
Email: {zhouchaoyf, zhangxg, guozongming}@pku.edu.cn

#China Unicom Research Institute, Beijing, P.R. China
Email: huols@chinaunicom.cn

ABSTRACT
Recently, dynamic adaptive HTTP streaming has been widely
used for video content delivery over Internet. However, it
is still a challenge how to switch video bitrate under time-
varying bandwidth. In this paper, we propose a novel control-
theoretic approach to adapt video segments in dynamic HTTP
streaming. The rate control is based on a sink-buffer, which
has an overflow-threshold and an underflow-threshold. The
objective is to maximize the playback quality while keeping
the receiver buffer from either overflow or underflow. Us-
ing control theory, we formulate this rate control scheme as a
proportional (P) control system, which exists oscillations and
steady-errors. Furthermore, we design a proportional deriva-
tive (PD) controller to improve its adaptation performance.
The conditions for stability and settling time of the PD con-
troller are also derived. Numerous experiment results demon-
strate the effectiveness of our proposed PD control scheme
for dynamic HTTP streaming.

Index Terms— Dynamic HTTP Streaming, Proportional
Derivative Controller, Rate Adaptation

1. INTRODUCTION

In recent years, HTTP- based method has been widely used
for the delivery of video content over the Internet[1, 2]. Con-
trary to the past RTP/UDP, the use of HTTP over TCP is
easy to configure and in particular, it greatly simplifies the
traversal of firewalls and network address translators (NAT).
Besides, it is cheap to be deployed since it employs stan-
dard HTTP servers and it also can be easily deployed within
Content Delivery Networks (CDN). HTTP streaming is pre-
ferred by more and more content providers, including Mi-
crosoft smooth streaming[3], Apple HTTP live steaming[4],
Adobe HTTP dynamic streaming[5], Akamai[6], etc. The
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Fig. 1. Dynamic HTTP Streaming System Infrastructure

Motion Picture Experts Group (MPEG) and 3rd Generation
Partnership Project (3GPP) have recently moved to support
segmented file delivery with their Dynamic Adaptive Stream-
ing over HTTP (DASH) initiatives[7]. All these systems are
able to do dynamic bitrate adaptation using segmented HTTP-
based streaming. Fig.1 shows the infrastructure of a typical
segmented dynamic HTTP streaming system. At the server
side, video content is transcoded into multiple discrete bi-
trates. The different encodings are stored as multiple segment
files for each bitrate.

However, providing high quality segmented HTTP-based
streaming service is still challenging. The challenge is mainly
arising from time-varying bandwidth. Dynamic bitrate adap-
tation techniques have drawn much research attention since
it is able to automatically throttle the video quality to match
the available bandwidth, so that the user receives the video
at the maximum possible quality. The proposed bitrate adap-
tation techniques can be classified into two main categories:
1)bandwidth-based[3, 8], and 2)buffer-based[6, 9, 10]. In
the bandwidth-based rate adaptation technique, it switches
up or down the bitrate with estimated network bandwidth.
Most of the rate adaptation schemes adopted in some com-
mercial vendors belong to this category. This is demonstrated
by experimental evaluation[11]. The main drawbacks of
bandwidth-based rate adaptation schemes are that i)it is hard
to estimate the throughput accurately due to the complex
network conditions, and ii)time-varying bandwidth would
lead to short-term bitrate switching and deteriorate user ex-
perience of streaming services. For the buffer-based rate
adaptation technique, the rate selection decision is made to
provide a smoothly video playback through preventing buffer
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from either overflow or underflow. Buffer-based technique
has been adopted in Akamai[6, 9, 10]. However, it adjusts
the bitrate at the server side. This makes it has limitation in
supporting the large-scale multimedia delivery since it will
dramatically increase the burden on the web server or cache.

In this paper, we present a novel control-theoretic ap-
proach to switch video segments in dynamic adaptive HTTP
streaming. The rate control is based on a sink-buffer, which
has two thresholds: an overflow threshold and an underflow
threshold. The adaptation objective is to maximize the play-
back quality, and the decision that switch-up or switch-down
operations between different bitrates is made through pre-
venting the receiver buffer from either overflow or underflow.
Two actions are implemented. The first is the sleeping mech-
anism, which is employed to prevent selecting an unnecessary
low bitrate when the occupation of receiver buffer is too high.
The other is the bitrate-reset mechanism, which is adopted
to avoid buffer underflow in advance when the occupation of
receiver buffer is too low. Using control theory, we formu-
late this control scheme as a proportional (P) control system,
which exists oscillations and steady-errors. Furthermore, we
design a proportional derivative (PD) controller to improve
its adaptation performance. The stability and settling time of
PD controller are also analyzed.

Numerous experiment results demonstrate the following
main advantages of our proposed scheme: i) a video level
with higher bitrate is selected as possible as it can, to make
better use of network resources. ii) bandwidth spikes can be
compensated by buffered data, without causing short-term bi-
trate switching; iii) for long-term available bandwidth varia-
tions, it selects the best bitrate in time and ensures a continu-
ous video playback.

The main contributions of our work are summarized as:
• We propose a sink-buffer based adaptive HTTP stream-

ing scheme. The decision that switch-up or switch-
down operations between different bitrates is made
through preventing the receiver buffer from either over-
flow or underflow and a smoothly video playback is
provided. Moreover, a sleeping mechanism is adopted
to prevent selecting an unnecessary low bitrate, and
a bitrate-reset mechanism is adopted to avoid buffer
underflow in advance.

• We formulate this scheme into a proportional con-
troller using control theory, and analyze its inherent
flaws. Furthermore, we propose a PD control scheme
to improve its rate adaptation performance. The condi-
tions for stability and settling time of the PD controller
are also derived.

• Extensive experiments are conducted over difference
scenarios to investigate the dynamic behaviour of the
proposed rate adaptation approach. Numerous results
demonstrate the effectiveness of our proposed rate
adaptation scheme for dynamic HTTP streaming.

This paper is organized as follows. We present the re-
ceiver buffer based rate adaptation model in Section 2. A PD

Table 1. Major symbols used in the paper
bmax maximal size of buffered media data to prevent

buffer overflow
bmin minimal size of buffered media data to prevent

buffer underflow
! set of available video levels for video content

that ! = {ri |1 ≤ i ≤ N }, where ri is the
bitrate of i-th level and it satisfies that ri <
rj , ∀i < j

L duration in seconds for each segment
b(t) buffered media data at time t
tk the time when segment k is downloaded com-

pletely
r(k) selected bitrate for segment k, r(k) ∈ !
p(t) playback bitrate at the time t, p(t) ∈ !
d(t) download bitrate at the time t
Q (x) quantization function that Q (x) = argmax

r∈",r≤x
r

controller is presented for rate adaptation and its conditions
for system stability and settling time are derived in Section
3. We show numerous results in Section 4, and conclude the
paper in Section 5.

minb maxb

b t

d t p t

Fig. 2. Receiver buffer model.

2. RECEIVER BUFFER BASED RATE ADAPTATION

We show some of the important symbols used in the paper
and their explanations in Table 1. In our work, the client
makes a rate adaptation decision depending on the receiver
buffer. Fig.2 shows the receiver buffer model, in which b(t) is
buffered media data at time t, d(t) and p(t) are the download
and playback bitrate respectively. In order to prevent buffer
from either overflow or underflow, the size of buffered media
data must be in the range [bmin, bmax], where bmin and bmax

are the minimal and maximal size of buffered media data to
ensure a continuous video playback..

We define tk as the time when segment k is downloaded
completely, then we have:

b (tk) = b (tk−1) +

∫ tk

tk−1

(d (t)− p (t))dt (1)

We assume that p(t) and d(t) remain constant in the period
(tk−1, tk]. Then the time consumed to download k-th seg-
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ment is

∆tk = tk − tk−1 =
r (k)L

d (t)
, t ∈ (tk−1, tk] (2)

where r(k) is the bitrate of segment k and L is the segment
duration in seconds. It is worth to note that the video source
is pre-transcoded into multiple segments with the same length
in seconds. We always have t ∈ (tk−1, tk] in the flowing of
this paper. Now, Eq.(1) can be rewritten as:

b (tk) = b (tk−1) + (d (t)− p (t))∆ tk

= b (tk−1) + r (k)L

(
1− p (t)

d (t)

) (3)

Estimating p(t) and d(t) is beyond the scope of this paper and
they can be estimated by any existing methods. In this paper,
the history bitrates are adopted and we assume that p(t) =
p(tk−1) and d(t) = d(tk−1) for t ∈ (tk−1, tk].

2.1. Buffer overflow model

When the playback bitrate is smaller than the average down-
load bitrate, the receiver buffer b (tk) is a monotonic increas-
ing function of r(k) and overflow may happen. To ensure
buffer not overflow, i.e. b(tk) ≤ bmax, we have

r(k) ≤ bmax − b(tk−1)(
1− p(t)

d(t)

)
L

(4)

Eq.(4) indicates an upper bound of r(k) to prevent buffer
overflow. The upper bound, which is denoted as rover(k) =
max(r(k)), decreases as b(tk−1) increases. However, there
is no need to select a very low bitrate when b(tk−1) is high
since there is enough buffered media data to ensure a con-
tinuous video playback. We expect that the upper bound of
r(k) should be no smaller than the average download bitrate.
Otherwise, a sleeping mechanism is adopted to idle the rate
adaptation scheme for a certain period.

Therefore, if rover(k) ≥ d(t) is satisfied, the selected bi-
trate for segment k is

r(k) = Q (rover(k)) (5)

where Q(x) is quantization function and its definition is given
in Table 1.

On the other hand, if rover(k) < d(t), the sleeping mech-
anism is adopted to idle the rate adaptation scheme. We de-
notes ts as the idle time. After ts seconds, the size of buffered
media data is

b (tk−1 + ts) = b (tk−1)− p (t) ts (6)

substituting it into (4) and let rover(k) ≥ d(t), we have

ts ≥
(d(t)− p(t))L+ b(tk−1)− bmax

p(t)
(7)

Thus, when rover(k) < d(t), we idle the rate adaptation
scheme min(ts) seconds. The key advantage of the sleeping
mechanism is to limit the maximum amount of buffered me-
dia data, hence avoiding selecting an unnecessary low bitrate.

2.2. Buffer underflow model

When the playback bitrate is higher than the average down-
load bitrate, the buffered media data b (tk) is a monotonic
decreasing function of r(k) and underflow may happen. To
ensure buffer not underflow, i.e. b(tk) ≥ bmin, we have

r(k) ≤ bmin − b(tk−1)(
1− p(t)

d(t)

)
L

(8)

Eq.(8) indicates an upper bound of r(k) to prevent
buffer underflow. The upper bound, which is denoted as
runder(k) = max(r(k)), decreases as b(tk−1) decreases.
When b(tk−1) is too small leading to runder(k) < r1 (r1 is
the smallest bitrate in set !), there is no available bitrate in
set ! can ensure buffer not underflow.

Therefore, when runder(k) < α r1(α ≥ 1), the bitrate-
reset mechanism is adopted to set r(k) to the smallest bitrate
in !, i.e. r(k) = r1. The key advantage of the bitrate-reset
mechanism is to reset the selected bitrate compulsively when
there is too little buffered media data, hence avoiding buffer
underflow in advance. The intuition behind this bitrate-reset
mechanism is that selecting a low bitrate is good for prevent-
ing buffer underflow since b (tk) is a monotonic decreasing
function of r(k) when p(t) > d(t).

On the other hand, if runder(k) ≥ αr1(α ≥ 1), the se-
lected bitrate for segment k is

r(k) = Q
(
runder(k)

)
(9)

and obviously r(k) ≥ r1.

2.3. System analysis by control theory

We have resolved the cases of overflow in section 2.1 and un-
derflow in section 2.2 respectively. When the average down-
load bitrate is equal to the playback bitrate, i.e. p(t) = d(t),
the size of buffered media data keeps unchanged. In this case,
the selected bitrate for segment k is set equal to the bitrate of
last segment, i.e. r(k) = r(k − 1).

Now, the receiver buffer based rate adaptation scheme is
summarized as following two cases:

•Sleeping. When p(t) < d(t) and rover(k) < d(t) are
met concurrently, the scheme would idle ts seconds.

•Rate adjustment. Otherwise, the selected bitrate for
segment k-th is given in Eq.(10). Furthermore, Eq.(10) in-
clude two states: constant bitrate in sub-formulas (iii-iv) and
dynamic bitrate in sub-formulas (i-ii). For the former, the bi-
trate is set equal to the bitrate of last segment or the smallest
bitrate in set !. For the latter, we analyze it by control theory.
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r (k) =






Q (rover (k)) , if d (t) > p (t)&rover (k) ≥ d (t)
Q
(
runder (k)

)
,if d (t) < p (t)&runder (k) ≥ βr1

r (k − 1) , if d (t) = p (t)
r1, else

(i)
(ii)
(iii)
(iv)

(10)
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Fig. 3. Block diagram of the proportional control rate adapta-
tion.
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Fig. 4. Block diagram of the modified control system.

First we rewrite the two sub-formulasn (i-ii) in Eq.(11), where
the constraints have been omitted for clear representation.

r (k) =






Q

(
bmax−b(tk−1)

(1− p(t)
d(t) )L

)
(i)

Q

(
bmin−b(tk−1)

(1− p(t)
d(t) )L

)
(ii)

(11)

The rate adaptation method in Eq.(11) turns out to be a
proportional (P) control system as Fig.3 shows. Contactor c
is a selector switch, it connects to contactor c1 if d(t) > p(t)
and connects to c2 when d(t) < p(t). K1,K2 are system
parameters which are given as

K1 =

(
1− p(t)

d(t)

)
L,K2 =

1

K1
(12)

In the above P controller, the output (selected bitrate) may
be oscillated and never converged. This is mainly because that
the forward and feedback paths are all proportional. Besides,
P controller generally has steady-state error, and the error is
increasing with time. In the next section, we modify this P
control system and an effective PD controller is designed to
improve the rate adaptation performance.

3. RATE ADAPTATION CONTROL PROBLEM

We modify the forward proportional path in Fig.3 with our
proposed new controller Gc(s) and redraw the rate control
block diagram in Fig.4. Parameters K1 is given in Eq.(12)
and s denotes the Laplace variable. The Gc(s) block repre-
sents the rate control component to be designed. The goal

of Gc(s) is to stabilize the control system while have small
settling time.

The effect of the quantizer Q(·) is to add a quantization
error eq(k) = r(k) − r′(k) to r′(k). This is equivalent to
consider eq(k) as a disturbance and we are able to take the
quantizer out of the control loop. Then we can compute the
transfer function of the control system as

G (s) =
Gc (s)

1 +K1Gc (s)
(13)

and Gc(s) is transfer function for the controller. We choose a
proportional derivative (PD) controller:

Gc (s) = Kp +Kds (14)

since it is able to predict the tread of error variation. By sub-
stituting Eq.(14) in Eq.(13), it turns out:

G (s) =
1

1+K1Kp
(Kp +Kds)

1 + K1Kd
1+K1Kp

s
(15)

For system stability, we have the following proposition for
the PD controller.
Proposition 1. The rate adaptation control system in Fig.4 is
stabilized by the PD controller, if the parameters satisfy the
following conditions:

{
Kp > − 1

K1

Kd > 0
or

{
Kp < − 1

K1

Kd < 0
(16)

Proof. G(s) has only one pole sp = − 1+K1Kp

K1Kd
. The system

stability is ensured by sp < 0, i.e.
{
1 +K1Kp > 0
K1Kd > 0

or

{
1 +K1Kp < 0
K1Kd < 0

(17)

solving these inequalities in (17), we derive the conditions in
proposition 1.

Settling time, which denotes the response time to ap-
proach steady state, is also very crucial for a control system.
In this work, we expect that the system settling time is shorter
than the duration of one media segment L. This expectation
is satisfied by the following proposition for the PD controller.
Proposition 2. The 5% step response settling time for the
control system in Fig.4 is shorter than L by the PD controller,
if the parameters satisfy the following conditions:

{
Kp> − 1

K1

Kd> max
(

1+K1Kp

K1L
ln −20

K1Kp
,0
) (18)
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Fig. 5. Experimental topology for dynamic HTTP streaming.
or {

Kp< − 1
K1

Kd< min
(

1+K1Kp

K1L
ln −20

K1Kp
,0
) (19)

Proof. The step response for the control system in Fig.4 is

gu (t)=
1

1+K1Kp

(
Kp−

1

K1
e−

1+K1Kp
K1Kd

t
)

and its 5% step response settling time is

Ts=
1+K1Kp

K1Kd
ln

−20

K1Kp

Applying the constraints in proposition 2, we have Ts < L.

4. EXPERIMENTAL RESULTS

We evaluate the performance of our proposed rate adapta-
tion approach using the network topology in Fig.5. The
smoothed throughput based rate adaptation (STRA) pro-
posed in [8] is implemented for comparison. DummyNet
allows us to control the available bandwidth which is also
referred to the downstream path’s end-to-end bottleneck.
The test video sequence is transcoded into four bitrates
! = {r1 = 200, r2 = 600, r3 = 1000, r4 = 1400}(kbps).
Parameters T = 10s and α = 1. The receiver buffer size
is S = 50Mbits with bmax = 0.9S and bmax = 0.1S.
Three different scenarios have been considered in order to
investigate the dynamic behaviour of the two considered rate
adaptation methods: 1) available bandwidth keeps constant;
2) available bandwidth under short-term variations; 3) avail-
able bandwidth under long-term variations. In each scenario,
the selected bitrate and buffered media size are illustrated.
Because of a lot of overlap in discrete bitrate selection, the
plots for the two methods have been staggered vertically to
make them easier to read. All plots in the same category have
the same bitrate. In all the following figures, when selected
bitrate is zero, it denotes sleeping mechanism is implemented
and the scheme is idle for some time.

Scenario 1: constant available bandwidth

We consider the scenario that available bandwidth is
800kbps and keeping constant. Fig.6(a) plots the selected bi-
trate. In STRA, rate selection decision is made depending on
pre-defined bandwidth thresholds. Since available bandwidth
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Fig. 6. Performance comparison under persistent available
bandwidth conditions.

(800kbps) is smaller than r3 and it is higher than threshold for
r2, only the segments with bitrate 600kbps is selected. The
sleeping mechanism is also adopted in STRA and its sleeping
time is determined to prevent the buffer from underflow. The
available bandwidth is higher than the selected bitrate, there-
fore, the algorithm idles at some times and the bandwidth
resource is wasted. In our proposed scheme, rate selection
decision not only depends on the estimated available band-
width, but also depends on the playback bitrate and buffered
media size. When there is enough buffered media data, a
higher bitrate is able to be selected. This is demonstrated in
Fig.6(a) that the segments with bitrate r3 which is higher than
available bandwidth are selected at some times. On the other
hand, a lower bitrate is selected to ensure a continuous video
playback. Due to the initial buffered media data before play-
back, the segments with bitrate r3 are requested for a long
time at the beginning. Then the selected bitrate is switched
between r2 and r3 and the bandwidth resource is effectively
utilized.

The buffered media size is illustrated in Fig.6(b). At the
beginning, the buffered media size is increasing since play-
back has not started in both plots. Then using the sleeping
mechanism, the buffered media size always stays at a low
level to save memory resources of the client in STRA. In our
proposed scheme, the buffered media size varies more often
since it selects segments with both bitrates r2 and r3. Fig.6(b)
shows that no buffer overflow or underflow happens. Thus, a
continuous video playback is ensured.

Scenario 2: available bandwidth with short-term variations

In this scenario, we summarize a number of experiments
where the available bandwidth goes through positive or neg-
ative ”spikes” that last for only a few seconds as shown in
Fig.7(a). The spikes last for 10s. Such short-term variations
are common in practice and we think that a good rate adap-
tation scheme should be able to compensate for such spikes
using its buffered media, without causing short-term rate
switching.

Fig.7(a) shows that a lower bitrate r1 is selected when
a negative spike happens and a higher bitrate r4 is selected
when a positive spike happens in STRA. Besides, the rate
switching is too late that it does so sometimes after the end
of the spikes. While in our proposed scheme, these spikes are
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Fig. 7. Performance comparison under short-term available
bandwidth variations.
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Fig. 8. Performance comparison under long-term available
bandwidth variations.

compensated by the buffered media data. Its performance is
close to that the available bandwidth keeps constant as shown
in Fig.6(a). The buffered media size is illustrated in Fig.7(b).
Short-term rate switching causes buffered media size vary
heavily as Fig.7(b) shows. These results demonstrate that our
proposed scheme is robust in the scenario that available band-
width under short-term variations.

Scenario 3: available bandwidth with long-term variations

In this experiment, we consider abrupt drops of the avail-
able bandwidth. It drops from 900kbps to 500kbps with a
period of 800s. Fig.8(a) shows that the selected rate switches
from r2 to r1 when available bandwidth drops in STRA.
While our proposed scheme selects bitrate r2 at some times,
which is higher than available bandwidth. The reason has
been explained in Scenario 1. The buffered media size keeps
at a much higher level in our proposed scheme than that in
STRA as shown in Fig.8(b). This is reasonable since avail-
able bandwidth is low, high level of the buffered media size
is more favorable for ensuring a continuous video playback.

5. CONCLUSIONS

We have proposed a receiver buffer based rate adaptation
scheme for dynamic HTTP streaming. In this approach, the
rate adaptation decision is made through preventing the re-
ceiver buffer from either overflow or underflow. Moreover, a

sleeping mechanism is adopted to prevent selecting an unnec-
essary low bitrate, and a bitrate-reset mechanism is adopted to
avoid buffer overflow in advance. We analyze this scheme by
control theory and it turns out to be a P control system. Since
P controller has some inherent disadvantages, we improve it
and a PD controller is proposed to improve the rate adaptation
performance. The conditions for stability and settling time of
the PD controller are derived. At last, numerous experiment
results demonstrate the effectiveness of our proposed rate
adaptation scheme for dynamic HTTP streaming.
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