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Low-Light

• Insufficient illumination can severely degrade the quality of 
images.
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Existing Low-Light Enhancement Methods

• Based on the histogram

Histograms of an image before and after equalization.

T
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Existing Low-Light Enhancement Methods

• Based on the Retinex-model

×=

Image Illumination Reflectance

Manipulation
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Existing Low-Light Enhancement Methods

• Based on the de-hazing techniques

Inversion

Haze removal

Inversion
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Existing Low-Light Enhancement Methods

• Data-driven

Architecture of the LLNet [8].
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Figure 1: Architecture of the proposed framework: (a) An autoencoder module is comprised of
multiple layers of hidden units, where the encoder is trained by unsupervised learning, the decoder
weights are transposed from the encoder and subsequently fine-tuned by error back-propagation;
(b) LLNet with a simultaneous contrast-enhancement and denoising module; (c) S-LLNet with
sequential contrast-enhancement and denoising modules. The purpose of denoising is to remove
noise artifacts often accompanying contrast enhancement.

be highlighted is that the network is trained using images obtained from internet
databases that are subsequently synthetically processed (i.e. darkening nonlin-

early and adding Gaussian noise) to simulate low-light conditions, since collec-
tion of a large number of natural low-light images (sufficient for deep network
training) and their well-lit counterparts can be unrealistic for practical use. De-

spite the fact that LLNet is trained on synthetic images, both synthetic and natural
images are used to evaluate the network’s performance in denoising and contrast-

enhancement.
Aside from the regular LLNet where the network is trained with both darkened

and noisy images, we also propose the staged LLNet (S-LLNet) which consists

of separate modules arranged in series for contrast enhancement (stage 1) and
denoising (stage 2). The key distinction over the regular LLNet is that the modules

5
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Motivation

• Existing methods do not perform well in certain aspects

• Partially over-exposed, artifacts, slow operation etc.
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Motivation

• Visual recognition models suffer from low-illumination

Result by Google Cloud Vision API
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Motivation

• Visual recognition models suffer from low-illumination

Result by Google Cloud Vision API

Compared with result on normal-light image

  Wrong labels: 

        couch with 84%, angle with 56%

  Score declining:

        Bedroom from 96% to 80%,

        Bedding from 81% to 51%
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Proposed GLADNet

• GLobal illumination-Aware and Detail-preserving Network 
(GLADNet) 
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Proposed GLADNet

• Global Illumination estimation
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Proposed GLADNet

• Global Illumination estimation
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Proposed GLADNet

• Global Illumination estimation
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Proposed GLADNet

• Details reconstruction 
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Proposed GLADNet
• Loss Function

• Minimizing the loss between the restored image F(Xi,Θ) and 
the corresponding ground-truth image Yi. 

where N is the number of all training samples and ∥ · ∥1 is L1 
norm. 

• The red, the green and the blue channel have their own 
weights in the loss function: (0.29891, 0.58661, 0.11448)
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Figure 1. The architecture of GLADNet. The architecture consists of two steps, global illumination estimation step and detail reconstruction step. In the
first step, the encoder-decoder network produces an illumination estimation of a fixed size (96 ⇥ 96 here). In the second step, a convolutional network
utilizes the input image and the outputs from the previous step to compensate the details.

A. Global illumination estimation
The global illumination estimation step has three sub-

steps: scaling the input image to a certain resolution, passing
it through an encoder-decoder network for global illumina-
tion prediction, and rescaling it to the original resolution.

First, the input is down-sampled to a certain size W0⇥H0

by nearest-neighbor interpolation. A convolutional layer
with a ReLU is followed. Then, the feature maps pass
through a series of cascaded down-sampling blocks. The
number of down-sampling blocks are carefully designed
according to W0 and H0, so that the receptive field of the
bottle-neck layer of the encoder-decoder network can cover
the entire image. The network thus has a global awareness
of the whole illumination distribution. This design can also
reduce the requested storage, and increase the efficiency
of the network. After a series of symmetrical up-sampling
blocks, W0⇥H0 feature maps for illumination prediction is
obtained. By another up-sampling block, the feature maps
are rescaled to the size of the original input.

Skip connections are introduced from a down-sampling
block to its corresponding mirrored up-sampling block. Out-
puts of the down-sampling block are passed to and summed
up with the feature maps of the up-sampling block. This
enforces the network to learn residuals rather than predicting
the actual pixel values.

A down-sampling block consists of a convolutional layer
with stride two and a ReLU. In the up-sampling block,
resize-convolutional layers [9] are used to replace normal
deconvolution layers. Different from normal deconvolution
layers, resize-convolutional layers avoid checker-board pat-
tern of artifacts and have no limit of the size of the input
image. Resize-convolutional layer consists of a nearest-
neighbor interpolation operation, a convolutional layer with
stride two and a ReLU.

B. Details reconstruction
The first step is to produce an illumination estimation

from a global perspective. However, details are lost due to
the rescaling procedure. In order to address this issue, a
detail reconstruction procedure is proposed.

The original input is considered to contain more details
than the output of the encoder-decoder network, therefore
can provide information for detail restoration. Concatenation
is used instead of skip-connection to combine the feature
maps of the last up-sampling block and the input image,
so that both the original information and the illumination
estimation can be completely preserved and transmitted to
the next step. The concatenation layer is followed by three
convolutional layers with ReLUs. It assemble the input
images information with the estimated global illumination
information and finally generate enhanced results with better
details.

C. Loss function
The training procedure is achieved by minimizing the

loss between the restored image F (X,⇥) and the the
corresponding ground-truth image Y . We use L1 norm here.
L2 norm to better remove noise and ringing artifacts in the
enhanced results [10]. The loss function can be written as:

Loss(X,Y ) =
1

N

NX

i=1

kF (Xi,⇥)� Yik1, (1)

where N is the number of all training samples and k · k1 is
L1 norm.

Also the red, the green and the blue channel have
their own weights in the loss function: (0.29891, 0.58661,
0.11448), which is the same weight for the transformation
from RGB images to gray images. This helps to maintain
color balance and improve the robustness of the network.

III. EXPERIMENTS
A. Dataset generation

We use synthesized pairs as training data. Different from
[8][11] which synthesize pairs on 8-bit RGB images, we
synthesize pairs on raw images. Calculating on 8-bit RGB
images can cause loss of information with only 256 values.
On raw images, all adjustments are performed in one step
on the raw data, leading to more accurate results.

We collect 780 raw images from RAISE [12], 700 for
generating pairs for training and 80 for validation. Adobe
Photoshop Lightroom offers a series of parameters for raw



FOR-LQ Workshop at FG’18 
GLADNet: Low-Light Enhancement Network with Global Awareness

!19

Contents

• Background

• Architecture of GladNet

• Training Dataset Generation

• Experiments



FOR-LQ Workshop at FG’18 
GLADNet: Low-Light Enhancement Network with Global Awareness

!20

Training Dataset Generation 

• Instead of synthesizing pairs from 8-bit RGB images, we 
synthesize pairs from raw images. 

Synthesized from 8-bit RGB
linear and gamma transformationNormal-Light

Synthesized from raw image
setting exposure parameter

Transform Transform
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Training Dataset Generation 

• Instead of synthesizing pairs on 8-bit RGB images, we 
synthesize pairs on raw images. 

Low-Light

Enhance Enhance

Outputs of net trained on pairs
synthesized from 8-bit RGB

Outputs of net trained on pairs
synthesized from raw images

Need to set the black point to correct this
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Training Dataset Generation 

Normal-Light, Raw

Synthesis

Low-Light, Raw

Normal-Light, 8-bit Low-Light, 8-bit

Normal/Low-Light Image pairs for training

Format transformation Format transformation
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Training Dataset Generation 

• Synthesize low-light raw images by using Adobe Lightroom 
and setting

• Exposure parameter E to [−5, 0]

• Contrast parameter C to [−100, 0]
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Some Tricks to Improve the Dataset

• To keep the black and the white regions the same before 
and after the enhancement

• add black-to-black and white-to-white training pairs. 

• To prevent color-bias

• add gray-scale image pairs which are converted from 
color image pairs.
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Results - Evaluation

• MSRCR[1]  Multi-Scale Retinex with Color Restoration [Jobson 1997]

• DeHZ[4]  de-hazing based method [Dong 2011]

• SRIE[3]  Simultaneous Reflection and Illumination Estimation [Fu 2016]

• LIME[2]  Illumination Estimation based method [Guo 2017]
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Results - Evaluation

• LIME[2] dataset  10 low-light images

• MEF[7] dataset  17 image sequences with multiple exposure levels

• DICM[6] dataset  69 captured images with commercial digital cameras
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Results - Performance

• Naturalness Image Quality Evaluator (NIQE)[5]

Dataset DICM NPE MEF Average
MSRCR 3.117 3.369 4.362 3.586
LIME 3.243 3.649 4.745 3.885
DeHZ 3.608 4.258 5.071 4.338
SRIE 2.975 3.127 4.042 3.381

GLADNet 2.761 3.278 3.468 3.184
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The result in the paper New result
by randomly reducing the saturation 

when generating training dataset
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Results - Benefit Visual Recognition Models

Low-Light Image

After GLADNet
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Results - Benefit Visual Recognition Models

Low-Light Image

After GLADNet
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Thank you


