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ResNet50

• Image classification


• Residual learning & bottleneck


• K. He, X. Zhang, S. Ren, J. Sun, Deep Residual Learning for 
Image Recognition
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Attention and 
 External Memory

• Soft attention and hard attention


• Soft: weights each part of the observation dynamically


• Hard: takes hard decisions when choosing parts of the 
input data 


• External memory for extra information
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• Proceed from the ResNet-50 network and inflate the 2D 
spatial convolutional kernels into 3D kernels


• Input: T * H * W * 3


• Output: T * H’ * W’ * C’ 


• Temporal receptive field is more than one frame
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• Attention representation


• Attention feature


• Feature dimension: 1 * C


• GRU to predict next:


• P.s. c & r coming soon
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• “what” and “where” features:


• “workers”: GRUs, take the “important” features


• Input to the workers, linear combination:


• Higher weights to glimpses assigned to this worker in the 
past


• Using external memory to get the combination weight
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• Definition of distance:


• External memory bank:                         


• Each worker’s own bank:


• Distance pre-trained as similarity


• p sums to 1:


• Memory bank delete the oldest one when eviction
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• “workers”: GRUs


• Recognition: 
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•      obtained by global average pooling over the spatial 
domain of the penultimate feature maps of a given 
timestep


• Pose estimation:


• Recall(P16): 
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Loss Function

• 3 parts:


• 1 classification, cross-entropy loss


• 2 pose estimation


• 3 glimpse
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Two Datasets

• NTU RGB+D Dataset


• N-UCLA: Northwestern-UCLA Multiview Action 3D 
Dataset


• Use the model trained on NTU as a pretrained model 
and fine-tune it on N-UCLA
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Predict glimpse location 
through a location network. 

No past information



• Other experiments determines other parameters like the 
worker number or the glimpse number

!29



!30



• Authorship


• Background


• Proposed Method


• Experiments


• Conclusion

!31



• Only RGB when testing, though pose information when 
training


• Attention process, soft-assigned


• A little bit complex but code released
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