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Figure 2. Residual learning: a building block.
* Image classification
e Residual learning & bottleneck

e K. He, X. Zhang, S. Ren, J. Sun, Deep Residual Learning for
Image Recognition



Attention and
External Memory

o Soft attention and hard attention

e Soft: weights each part of the observation dynamically

e Hard: takes hard decisions when choosing parts of the
iInput data

e External memory for extra information
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Soft-assignment of
External memory glimpses over workers
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Figure 1. We recognize human activities from unstructured collections of spatio-temporal glimpses with distributed recurrent track-
ing/recognition and soft-assignment among glimpse points and trackers.
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Proceed from the ResNet-50 network and inflate the 2D
spatial convolutional kernels into 3D kernels

Input: T*"H*W *3

Qutput: T*H *W’ * C’

Temporal receptive field is more than one frame
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- - l; , = [:1: st sy]T
Attention representation ‘t.9 = [Y9:Y9, 595 5g

t

Attention feature ~<t.g — [(Z,4) = H’W’ ZZ Zt,4(m,n)

Feature dimension: 1 * C

To be trained

hg = Q(hg—1,[zg-1,7][0)

GRU to predict next: -
lg — Wl [hga Ct]

P.s. ¢ & r coming soon
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| Soft-assignment of
External memory glimpses over workers
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To be trained

“what” and “where” features: vig = 214 @ A(l;4|00)

“workers”: GRUs, take the “important” features
Input to the workers, linear combination: Vt.c = ViP; .

Higher weights to glimpses assigned to this worker in the
past

Using external memory to get the combination weight
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Definition of distance: ¢(z.y) = \/ (@ —y)! D(z - y)

External memory bank: M = {m,}
Each worker’s own bank: W, = {w. .}

Distance pre-trained as similarity

p SUms to 1 Pt.c,g — O« (Z e—t"”’« X We, k []- — ¢(’vt.gamk’)]>

k

Memory bank delete the oldest one when eviction
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To be trained

o “workers”: GRUs

e Recognition:

C
y = softmax Z q.
C
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e ¢ obtained by global average pooling over the spatial
domain of the penultimate feature maps of a given
timestep

P __ T
e Pose estimation: Yt — Wp Ct

e RecallP16): hg = Qhg_1,[z-1,7:]]0)
lg — WZT [hga Ct]
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Loss Function

e 3parts: L= Lp(y,y)+Lpy", y")+ La(l,y?)

e 1 classification, cross-entropy loss
1

: : t P\ —
+ 2 pose estimation ‘e (hv) = LT bl
g1 g2 17 Jo2
e 3 glimpse Lo, 1y") mellltq,yfl\

T
lt,g — [xt,gayt,gasigvszg]T Z ‘CtGl [ y +‘Ct (l?yp))

t
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Two Datasets

e NTU RGB+D Dataset

e N-UCLA: Northwestern-UCLA Multiview Action 3D
Dataset

e Use the model trained on NTU as a pretrained model
and fine-tune it on N-UCLA
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Methods Pose RGB CS CV Avg
Lie Group [5] ve - 50.1 528 51.5
Skeleton Quads [ ! 7] v - 386 41.4 40.0
Dynamic Skeletons [ | ¥] v - 60.2 65.2 627
HBRNN [ 1] v - 50.1 640 61.6
Deep LSTM [ 7] v - 60.7 67.3 64.0
Part-aware LSTM [ ] v - 629 70.3 66.6
ST-LSTM + TrustG. [ 7] v - 69.2 77.7 73.5
STA-LSTM [10] v - 732 81.2 772
Ensemble TS-LSTM [2Y] - 746 81.3 78.0
GCA-LSTM [ 1] v - 744 82.8 78.6
JTM [57] v - 76.3 81.1 78.7
MTLN [ 7] v - 796 84.8 82.2
VA-LSTM [5Y] v - 794 87.6 83.5
View-invariant [ 5] v - 80.0 87.2 83.6
DSSCA - SSLLM [}1] ve v o 749 - -
STA-Hands [ 5] X X 825 886 856
Hands Attention [0] v v 84.8 90.6 87.7
C3Dj - v 635 703 669
Resnet50+LSTM7 - v o 71.3 80.2 75.8
Glimpse Clouds - v o 86.6 932 89.9

Table 2. Results on the NTU RGB+D dataset with Cross-Subject
and Cross-View settings (accuracies in %); (1 indicates method

has been re-implemented).

20



Methods Spatial Attention Soft Workers Lp Lp Lg CS CV  Avg

Global model - - v . - 845 915 88.0

Global model - : v v - 855 921 888

Global model+) | Glimpses + GRU - - v v - 858 924 89.1
Glimpse Clouds v v v - - 857 925 89.1

Glimpse Clouds v v v v - 8.4 930 89.7

Glimpse Clouds v v v - v 86.1 929 895

Glimpse Clouds v v v v v. 86.6 932 89.9

Glimpse Clouds + Global model v v v v v 866 932 899

Table 3. Results on NTU: ablation study
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Glimpse  Type of attention CS CV  Avg

3D tubes Attention 85.8 927 89.2
Seq. 2D  Random sampling 80.3 87.8 84.0
Seq. 2D Saliency 86.2 929 895

Seq. 2D

Attention 86.6

Table 4. Results on the NTU: diffetent attention and alternative

strategies.
Predict glimpse location

through a location network.
No past information
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e Other experiments determines other parameters like the
worker number or the glimpse number
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Figure 3. An illustration of the glimpse distribution for several sequences of the NTU dataset. Here we set 3 glimpses per frame (G=3,
Red: first glimpse, Blue: second glimpse, Yellow: third one).
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e Only RGB when testing, though pose information when
training

e Attention process, soft-assigned

e A little bit complex but code released
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